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ABSTRACT
1•~
~~~ Various methods have been proposed for improving

the gray level histogram of an image so as to make it
easier to select thresholds for segmenting the image.

u_i This note describes how (gray level, local average
gray level) feature space can be used to define im-
proved image histograms. The approach is analogous
to that in an earlier note which made use of second-c.~ order gray level histograms (“ cooccurrence matrices ’)

~~~~ for similar purposes.
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1. Histogram improvement using feature spaces

If an image contains dark objects on a light background

or vice versa, its histogram ( a plot of how often each gray

level occurs in the image) may contain two peaks , represent-

ing the populations of object and background points, separated

by a valley corresponding to the intermediate gray levels

(which occur less frequently, primarily on object/background

borders). If we threshold the image at a gray level near the

bottom of this valley, the objects and background should be

well separated. However, the valley bottom is sometimes diff i-

cult to locate.

Several methods have been proposed for transforming the

histogram so that the valley is deepened, or is converted into

a peak, with the result that good thresholds may become easier

to select. These methods generally make use of edge value

(e.g., gray level gradient magnitude) in conjunction with the

gray level itself. For example, if we histogram the gray levels

only for those image points that have low edge value, we should

obtain a deeper valley , since we are (hopefully) suppressing

points that lie on object/background borders, and keeping

primarily points that lie in the interiors. On the other hand ,

if we histogram the gray levels of points that have high edge

value, the valley should turn into a peak, since these points

should primarily lie on borders. A number of methods of this

type are reviewed in [1).
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In [2), an alternative approach to histogram improvement

was described , based on the use of second order gray level

histograms (“cooccurrence matrices”) rather than on (gray

level, edge value ) scatter plots. In a cooccurrence matrix ,

elements near the main diagonal correspond to pairs of neighbor-

ing gray levels that do not differ greatly; thus if we define

a modified histogram based only on points that contribute to

such elements, then this histogram should primarily represent

points that are interior to the objects or background , and so

should have a de~ ;~~r valley . Conversely, if we use only points

that contribute to elements far from the diagonal , these should

primarily lie on object/background borders , so that the result-

ing histogram should have a peak in place of the original valley .

These ideas were verified in the &~xperiments reported in [2].

This note presents still another alternative approach , based

on the use of (gray level , local average gray level) scatter

plots . The entries near the diaqonal of such a plot represent

image points at which the gray level and local average gray level

are nearly the same; such points i re  likel y to be interior to

the objects or background , so th~ t the histogram of grey levels

of these points should have a deeper valley . On the other hand ,

the entries far from the diagonal represent points that should

lie on object background borders , so that the gray level histo-

gram of these points should have a peak in place of the original

valley.
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The modified histograms obtained using this method are no

more expensive to compute than those using the approach in ~2),

and the results obtained (see the next section) seem to be

better in some cases. Thus this method provides an alterna-t-iw

to those in [1-2], particularly in cases where the loca]ly

averaged image is already being computed for other purposes .
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2. Experiments

The proposed approach was tested on the same four images

used in [1-2]. These images are shown in Figure 1, and their

gray level histograms in Figure 2. In these histograms , the

left end corresponds to white , the right end to black .

Scatter plots of gray level vs. 3-by-3 average gray level

for the four images are shown in Figure 3. In these plots , the

upper left corner corresponds to (white , white); gray level

becomes darker as we move downward , and average gray level

becomes da rker  as we move r i gh t war d .  Note  t h a t  the p lo t s  a~~e

not exactly symmetric around their main diaqonals (unlike

cooccurrence matrices); points at which the qray level  is

darker than the average gr ay level are below the diagonal ,

while the reverse is true above the diagonal. The inte nsit i~’s

on these plots have been log scaled for easier interpreta-

b iii t y .

F i g u r e  4 shows h i s t o g r a m s  of the gray  levels  of ths~se j~~ nt s

tha t l ie  e x a c t l y  on the d iagonal  of each scatter plot. In

~‘art ( a ) ,  the  valley bot tom is wiped out; in parts (b) and (di ,

a clear  va l l c ’v app ears  in p lace of a p l a t e a u  or shou ldet

(r e spec t ive ly ) ;  but in  part (c) , the s m a l l  peak (represent i n ~

the  w r i t i n g ) is w i p e d  out a lonq w i t h t he Va 11ev . The i mp r o v e -

ment  in pa r t s  (b )  and ( d )  i s  much h e t t e i  than that ohtained

in  [ 2 ] ,  w h i l e  the p a r t s  ( a )  and (c )  r e s u l t s  are about  t he  same

~is in [ 2 ] .  The fact that the present method yie lds b e t t e r



results than [2) is not sui~~risinq, since in  a cooccurrence

matrix , even point~ on o bj e c t  zbac ~: q r o un d  borders will contri-

bute to the i~ear—diagonal r ei i c~n of the  m a t r i x  ( such  a point

has neighbors ulo :IL; the border whose gray levels are similar

to i t s  o w n ) ,  w h e rea s  such p o i n t s  w i l l  not have n e a r — d i ag o n a l

(g r a y  level , loca l av er a ge  gr a ’~ l e ve l )  v a l u e  p a i r s .

F~~y~u es 5 — 8  show histo~ rims of the g r a y  levels  of the ~~
of the p o in t s  l y i n g  f a r t h e s t  ~t l ove t h e  d iag o n a l  of each sca t t e r

plot , for p = 5,2,1 , and l / .  In  o t h e r  words , these are the

points for which the d i f f e r en ce 1—f was greatest , where f

i s  the g ray  level and f the v&’rage qray l eve l .  For each p,

we chose the h i g h e s t  f such that the p o i n t s  for  which  ?—f t

were ~~t least p~ o t  the tot~il nur~ber of points; a l l  such po in t s

are i n c l u d e d  i n  t he  h ist qi~ im . These histograms , especially

ter = 2,1 ,1 .~, disu1~~v s i ng l e  peaks t h a t  l ie  in the valleys

c t  the  o r i g i n a l  h i s t c ~i t a m s . (Foi p 5 , the h i s tograms  in p a r t s

( a )  and ( d )  have become P moda l.) Thus the modes or means of

ht ’~~ hi s t ag  r ams rev i i ie r e a sen5 ib  lo t h r i -h i t o l d s  fo r  the images .

The r e s u l t s  are  compa r - i b l e  t S  t h o s e  ob ta ined  in [ 2 ] ,  except

t h a t  the  p eaks  o b t a i n e d  i n  ca s e  ( c )  ( the  w r i t i n g )  are not as

wel l  c en t er ed , b u t  ire sh~ ted toward the li g ht  end of the

ray s ca le .

F i g u r e s  9— 1.~ ar e  ira 1c~n us t ~ F i q ur e s  ~—8 , hu t  f o r  the p o i n t s

l y i n g  f a r t he s t  b elow the d~~a q o n al s .  Here t he  peaks are f a r t h er

oward  t h e  d a r k  end of t he  or ay  s ca le , an d  ap p ear  to be much
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less useful as a basis for choosing thresholds. This is be-

cause in all four cases there are  fewer interior points in the 
—

dark regions than in the light ones (see especially (c—d),

where the dark objects are thin or noisy (respectively));

thus the “border ” populations of dark points are more like

their interior populations.

Table 1 shows the means and modes of the histograms in

F’igures 5-12. Table 2 shows the average of the two means , and

the average of the two modes , for the pairs of histoqrams that

represent the same percentages of points above and below the

diagonal. (This is analogous to (2), where the off-diagonal

point populations used were symmetric around the diagonal of

the cooccurrence matrix.) It is seen from Figure 13 that these

averages yield good t h r esholds for all four pictures.
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3. D i s c u s s i o n

An approach to histogram improvement based on (gray level ,

local average gray level) scatter plots has been presented.

When we histogram only the points that contribute to the dii-

LJ c’nal entries of such a plot , we obtain a deepened valley ; the

results are better than those ob ta ined  us ing  an ana logous

approach [2] based on cooccurrence matrices. Conversely, when

we h i s t og ram the up to 2% of po in t s  whose en t r i e s  are farthest

above and below the d i agona l , we obta in  two un imodal  h i s to~i rams ;

the average of the means or modes of these h i s tograms  is a eood

threshold  in each of the cases tes ted.

It  should be po in ted  out t h a t  the  po in t s  g iv ing  r ise  to

entries near the diagonal of the  sca t te r  plot  are j u s t  those’

points  at  wh ich  the  m a g n i t u de  of the d i g i t a l  3 — b y — 3  Lap lac ian

is near  zero , w h i l e  e n t r i e s  f a r  f rom the  d i agona l  correspond

to p o i n t s  h a v i n g  very positive or negative Laplacian values.

Thus the method p resen ted  here closely resembles the Laplacian-

based app roach descr ibed in [1]. Note, however , that  here we

have distinguished between the positive and neqative Lapla c i a n

values.

In conclusion , the approach defined in this note supp lements

those reported in (1—2], and yields better results in many cases.

It is thus a useful addition to the repertoire of histograr

improvement methods for threshold selection purposes. 

- -~~~~~
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Figure 1. Pictures used in experiments

- - -

Figure  2.  Gray level h i s tograms  fo r  the
pic tures  in Figure 1

---— -



\

\

Fi gure 3. (Gray level, local average gray l eve l )
scatter plots for the pictures in
Figure 1. Gray level increases down-
ward ; average gray level increases to
the r igh t .

_ _

I
Figure  4 .  Gray  level h i s tograms  of the po in t s  on

the diagonals  of the scat te r p lots.

IulIr.. ~ .~~~~~~ ---
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Figures 5—8. Gray level histograms of the
5% 2%
1% 1/2% of the points farthest

above the diagonals of the scatter
plots. 
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Figures 9-12. Analogous to Figures 5-8,
for points below the diagonals.

; • . L~ • .

Figure 13. Results of thresholding the four
pictures at 38, 24, 30 , and 34,
respectively .
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